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In Groningen everything s within cycling distance and there are alviays
arquantances in the neighnorhoad. Students live criss-crossed the city, the
bui'dings of the Universty of Groningen can te found tarougheut the center. In
the winter the many bars and cafes are full of fellow students, in the summer you
can fint them 'n Noorderplantsacen, in the Stadspark or swimming in the water of
the Stadssirand. Our students live, live and study throughout the city:

#lneCibylsOurCampus .

Culture, shopping and going out

Prepare for a busy social life, bacause there 's always something o dain
Groningan, From large festiva's suth as Eurosonic Nourderslag and Noorderzon
to performances in the local reignbarhood pub, lectures, concerts, films or dance
performances: Ir 15 actually mpassinle ta get horea In Groningen.

S5hop fans can also get lucky: big chains, premising new fashion brands, small
boutigues, artisan shops. wea have it all. 'tis not for nothing that our streets have
been voted Best Shopping Street in the Netherlands several times,

Gelng out In Groningen I5 fun for evaryane because of the diverse range af cafés,
bars, karacke hars and disco=. &nd: cur pubs have no cosing times. Peaple parry,
laugh and dance until the early nours. Not only in the pub, by the way. Also at the

.
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In Groningen everything 1= within cycling dist
acquaintances in the neigaberhood. Student
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builcings ¢f the University of Groningen can . o0 In
the winter the manry bars and ca‘es are full o WOW | ® you
can find them in Noorderplantsoen, in the 5t or of

the Stadsstrand. ODur stuzents live, lve ana stooy mrougrontme ony:
#ThaCltylsQurCampus .

Culture, shopping and going out

Prepare for a busy socal life, because there iz always semething to do in
Groningen. From large festivals such as Eurosonic Noorderslag anc Nuvorderzon
to perfarmances in the laral neighborhoad pab, lectures, concerts, films ar tance
perfarmances: It 15 actually Impossib e 1o get hared In Graningen.

Shep fans can also get lucky: big chains, promising new fashicn brands, small
boutiques, artizan sheps, we have it all. [tis not for nothing that our streets have
beenvoted Best Shopping Straet in the Netherlands saveral times.

Going nut In Groningen Is fun far everynne berause nf the diverse range nf rafés,
hars, karaoke bars and discns. And: our pubs have no clasing times, Penple party,
laugh and dance until the early hours. Not only 'n the pub, by the way. Also at the
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Introduction

e 2019: Machine translation is a pervasive and reliable* technology
- free high-quality online systems

- important part of professional translation workflow

*well, mostly reliable

* Core problem of NLP, long history and variety of approaches:
- rule-based MT: manually created lexicons, parsing and translation rules
- statistical MT (SMT): based on information theory

- neural MT: a conditional language model based on deep neural networks



A brief history

1947: Weaver’s memorandum

- frames MT as code deciphering problem (link to advances in cryptography)
- highlights limitations of early word-by-word translation approaches

1990’s: first SMT systems (IBM models)

- noisy-channel formulation
- tightly connected to advances in speech recognition

1997: early NMT approaches proposed by two Spanish groups (“connectionist MT”)
- cannot scale => abandoned

2000’s: multiple advances in SMT

- phrase-based SMT (open-source platform Moses since 2006)
- syntax-based SMT: exploits parsers to bridge across languages
- tree-based SMT: synchronous grammars learnt from parallel data

2014-15: seq2seq NMT (RNN-based + attention)
2015-16: NMT beats phrase-based SMT, adopted by large online MT providers
2017: Transformer (fully attention based network) quickly becomes state-of-the-art



Today’s Lecture

Before NMT: Phrase-based SMT
NMT architectures

- RNN-based seq2seq
- RNN-based seq2seq + Attention
- Transformer

NMT decoding & Word segmentation

Evaluation

Human parity? and open issues

Useful links



Why Phrase-Based SMT??

history is fun

Greek like history

it wasn’t so long ago after all!

MT history can give us a good grasp of
how the NLP field, in general, evolved

Before NMT:

PHRASE-BASED SMT



Fundamentals of Statistical MT

e Early SMT approaches adopted the noisy channel model:

Infcematan

Saurce Iransmitter Receiver Cestnation

e > > [ >
swgnzl Recgived
Sigral

Messane Message

Hols2

Sovrrm

e :English (the original message)
f :foreign (the distorted message)
e*: translation (the recovered message)

e * =argmax p(el|f)

e * = arg max

p(fle)p(e)
e p(f)

e * = argmax p(f|e)p(e)

translation target language
model model



Fundamentals of Statistical MT (ll)

* Phrase-based SMT (discriminative approach):
- linear combination of feature functions
- introduce hidden variable a: phrase alignment

I
e * = arg max max exp [Zﬂihi(f,e,a)]

i=1

- permits to add any kind of translation feature (“submodels”) like:
- phrase translation probabilities p(f|e) and p(e|f)
- reordering probabilities p(c(a))
- word translation probabilities, length penalties, ...

- feature weights can be uniform or tuned to maximize some measure of
accuracy on devset



SMT framework overview

Human-translated data Raw text data

Source (f) Target (e) Target (e)

=
=

Phrase

translation
model Language

model
Reordering
model

IHM

puvle)
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SMT framework overview

nr

pvie)

Translate phrase after
the ??? source phrase

previous: following: other:

Plw;[w;., w,.,)

freedom
liberta' 0.31
la liberta' di 0.22
mobilita’ 0.08
must
devono 0.50
deve 0.18
avrebbe dovuto  0.05

free

freedom

must

must be

0.55 0.05 0.40
0.30 0.65 0.05

0.90 0.02 0.08
0.95 0.02 0.03

liberta' di ...

movimento 0.16

Source language (f): English

Target language (e): Italian

parola 0.09

fare 0.05
dev' essere ...

il 0.22

la 0.18

dato 0.02

11



SMT f k i f ‘
< -
Human-translated data Raw text data
Source (f) Target (e) Target (e)
g =N | | B— | —— \ /
i || R— — N\
= = &= e
— o A
Phrase
translation D 7
model Language 5 R
model
Reordering Il
model I
,// Source Decoder: * Target
i o sentence f argmax, p(e|f) — | € translation
Log-linear combination: _
& hy = log Ppy(e)

e*=argmaxmaxexp Z/lh(fe a) h, = log Pgy(ale)



PHRASE-BASED SMT DECODING



Phrase-based SMT Decoding

At translation time, search for the most probable
translation according to the learned models

S & 3 <

Freedom of movement must be encouraged while ensuring that

14



Phrase-based SMT Decoding

At translation time, search for the most probable
translation according to the learned models

> T

-------
----------------------
-------
.
""""

Freedom of movement [must be encouraged]while ensuring that

(e°
o0

[E' necessario incoraggiare ]

| LM scores >

15



Phrase-based SMT Decoding

At translation time, search for the most probable
translation according to the learned models

------
sut®
«®

[E' necessario incoraggiare I tale mobilité]

N
| LM scores LM scores >
a7z

> T

16



Phrase-based SMT Decoding

At translation time, search for the most probable
translation according to the learned models

ReoMm
ReoM scores Reo Scores
““-------IIIIIIII -----‘.‘.-.‘.-_'_'_'.Lw.lﬂ'i\@’ES .........................

. < '..“

[Freedom of movementImust be encouraged Iwhile ensuring that]

&
(e N, BY
O Ky
’(N\ > CO/ C¢ &®

[E' necessario incoraggiare I tale mobiIitéIgarantendo]

N

N
| LM scores LM scores LM scores >
2z 14
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SMT: BEYOND PHRASE-BASED



The Vauquois Triangle

Interlingua?
7/
/7
/
a)@ /l Semantics
r}}‘\ 7
Nl Syntax
N,
/

Morphology

/
/
Lexical/surface level

Bernard Vauquois
1929-1985
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Phrase-based VS Tree-based SMT

Interlingua?

Phrase-based:
- 1
%‘@, )
4 Morphology
- --8 e'QM 'scgrﬁs. e '.'-'-'-'MS%S ,I/ Lexicalisurfa -I vel \
'ss".' ‘

‘Freedom of movement ]must be encouraged’

7

s
oré 5,

[E‘ necessario incoraggiare ] tale mobilita ’

Interlingua?

Hierarchical phrase-based:

X1

Hier. TMscores Hier.TM

talemobilita | “5| | incoraggiare

JRER—— e
:‘E' necessario X2 X1

Interlingua?

Syntax-based £/ N3
<
(tree-to-string):

7 Syntax
X
’ 4 Morphol
/
Lexicalisurface level ~—

- ‘\
/ \
/ \ -
L
NP; | P,
//‘ . AN
/S Py 4 }
/ -~ / -~
/ 7N / P
s’ / - / 4 -~
4 /‘ NI .I 4
/’ 4 v / 4
4 ’ /7 7’ |

(Freedom of mcvchr.r'cnt"[must be (c-ncouraﬁd\!‘

R S——

__________________

| rale mohilita incoraggiara
poumscsassiancssmnssas Pecesss )
E necassario \IPL |
ssadicssandbaans
VP, NP, |
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NEURAL MACHINE TRANSLATION



NMT framework overview

Human-translated data Raw text'data
(e)

Source (f) Target (e) Targ

)
mliiil

Language
model

model

Reorderi

End-to-end <
neural

translation
model

22



NMT framework overview

Human-translated data Raw text'data

Source (f) Target (e) Target (e)
——N [ —
— <:> — v§$/,1/
— — &Q\,//%«
— - ,/«<<,
\ v ;
transla ,'/ Pyvrielf)
model Language
model 7 \ |
Reorderi Rl Y

7 Source Target
7 sentence translation
End-to-end < e
neural //
translation Pavr(elf)
model

No combination of features (submodels) ¢ * = arg max pNMT(e | )
No feature engineering e ’3



Sequence-to-sequence NMT

ENCODE: Project input sentence into a
continuous-space representation o

necessario incoraggiare

DECODE: Generate the target sentence
word-by-word from the continuous
representation

DECODER

» Continuous-space
1 .

o| 1sentence representation
1

| | “0

v Y. But what's that?? o7
/ - My mum: “Some kind of
ENCODER traffic light..?”

/ - A vector of real numbers

with obscure meaning...

Freedom of movement must be encouraged

Let's take a step back!

24



Continuous-space representations

Get the intuition from word representations (a.k.a word embeddings):

- each word in a vocabulary is a vector, or a point in a n-dimensional space

- dimensions have no pre-defined meaning

- dimensions capture features of the input that are useful for the modeled task

abacus 0.01 -0.23 0.17 0.12
man 0.21 -0.54 0.02 .. -0.21
queen 0.22 0.65 0.02 .. -0.01
walked 0.43 0.01 0.87 0.01
walking 0.39 0.01 -0.32 0.03
woman 0.38 0.81 0.02 -0.01
man va.kes
L ) ‘.
o ) .. vonan ) —
<ing T- . . O
T wnalking 4 ,.
quecn P —
e s - P —
/ ’/ ~
« ol swinging
Male-Female Verb lense

https://www.tensorflow.org/tutorials/word2vec

city '«

travel . = %
L1 C -5

u

«%» body part

¥ food

" relative



RNN-based Seq2seq NMT

[Sutskever et al. 2014; Cho & al. 2014]

E' necessario incoraggiare

|

DECODER

Continuous-space
sentence representation

|-o.07 0.01 -023 0.17 .. 0.12

ENCODER

e

Freedom of movement must be encouraged




RNN-based Seq2seq NMT

E' necessario incoraggiare

4

DECODER

______

Continuous-space

0 0 0 : | sentence representation
Recurrent —> o —> o —> U —> —’: i P
hidden state 0 - . i :
() () o | |
Continuous word - - -
representation 2 2 .
One-hot vector OO0 OO CCIIa0 OIIIITETD  [CCOOCEIIIT
Input word Freedom of movement  must be  encouraged

ENCODER
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RNN-based Seq2seq NMT

DECODER

Target word (train time) or . L .
Sampled word (test time) { E necessario incoraggiare

Ut One-hot vector

[CETTTTTITTTT] ITTTTTTTT] [ENEEEEEEC EEEE]

A

=2 Eoq

p(ug Jucy) o eXP(RIt/Zt’ + bu,) O:rtgg;g'vﬁtryd ’"JLLMM Mmlin'hh}m Mhium

Recurrent

S f(zt’—l’ g it hT) hidden state

} } el =

» Continuous-space
1

0 0 0 : | i
Recurrent _} o _» o _} o _} _}, :sentence representation
: 0 0 0 | i e b
hidden state ) ) ) ! : ht i f(ht_]_, St), fOI' t s 17 ISR 7T
b A A I
- o o o
Continuous vyord . . . Sy = WTQSt/, where W ¢ R|V|><d
representation . . A
A A A A A A
One-hot vector nnn-nannnnnafilinanannnnnns-alilie Sasnussanan (OO O TWTTT xt/
Input word Freedom of movement  must be  encouraged

ENCODER
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RNN-based Seg2seq NMT + Bidirectional Encoder

DECODER
Target word (train time) or . o )
Samp|ed word (test time) E necessario Incoraggiare
ut/ One-hot vector ERsEEEEEEEEEE] EEEEEEESEEEEE] TIITIITETTD

plunluce) o exp(RL, 20 +bu,) iy Wik Mﬂ.liijnm mlbilhm

> --I>

4 4

Recurrent
oA f(Zt’—h Ug'—1, hT) hidden state

_--

_____

 Continuous-space

—} — — . — . —» . Isentence representation

4—4—4—.4—.

Recurrent
hidden state

Continuous word
representation

(00 o) -p
(@0 o) -
(@0 @) -p (@)
(00 o) (e o)

One-hot vector TR OOTOTTE] O OOOITITETD (TR
Input word Freedom of movement  must be  encouraged
ENCODER
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RNN-based Seq2seq NMT + Attention

DECODER

[ENEENEEES EEEE]

uuLiLhM
-

ad adagd'ndhs



Attention: Core ldea e
Siide by Barbara Plank
» When decoding, perform a linear combination of the
encoded input vectors, weighted by “attention weights”

query vector

context vector

key vectors (Bahdanau et al., 2015)
31



Calculating attention (1/2):
Attention weights a

Slide by BAarbara Plénk
1. For each query-key pair, calculate an attention score (aj

2. Get an attention distribution St
via softmax normalization (e

query vector

a1=.79 a2=.1 a3=.05 a4=-.03
softmax < ' A A A A
ai=2.1 a»:=0.1 az=-0.5 as=-1.0

a(J, k a((f, k) a(ct k) a(tf, k)

key vectors @ @ @ o

(Bahdanau et al., 2015)
32



Calculating attention (2/2):
Attention weights a

Slide by Barbara Plank

3. Combine together value vectors (can be the encoder states, like
the key vectors) by taking the weighted sum to get ¢

- O
Ct — E o / O
i—1

weight C a1=.19 a2=41 a3=.25 a4=;.03
o O |0 (O
Value vectors 8 8 8 8

(Bahdanau et al., 2015)

33



RNN-based Seq2seq NMT + Attention

DECODER

[ENEENEEES EEEE]

uuLiLhM
-

ad adagd'ndhs



RNN-based Seq2seq NMT + Attention

DECODER

incoraggiare ...

> --I>

4

4/ } —T---~,
N (e 1 Weighted sum

Recurrent e — — - - i ‘ ‘ iof input
hidden state ' B3444.| irepresentations

35



RNN-based Seq2seq NMT + Attention

DECODER

incoraggiare ...

Al
A
2y = gl ) > E -
4
oy ¢ o< exp(e(zy—1, Uy 1, hi)) T
P T N

L 0; iWeighted sum
Recurrent e — — - - i ‘ ‘ iof input
hidden state ' B3444.| irepresentations

T
Cre— thl Oét',tht

36



Attention visualization

c
‘ C ¢
a s =
F o E - 2
a o C D -
@ O £ m — 2 N
a @ = C a v = o
£ € s Sc o 8D 35
- T C T U W a 2 h S a -~
L'}
daccoro
sur
'
zone

économique
europeenns
a

éré

signa

en

ao(t

1992

—

<end>

Taken from (Bahdanau et al. 2015)

<end>
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RNN-based Seq2seq NMT + Attention

DECODER

Target word (train time) or . L .
Sampled word (test time) { E necessario incoraggiare
[N

One-hot vector

\\\\\\\\\\\\\\\\\ W11\ OOTOTerTns

A

Ot vor M"LJALMW uuimm Ak

Recurrent
hidden state

4/T

: ° 0 ' 0, iWeighted sum
ecurrent ) ¢ == (0 — — I 19| iof inpu

hidden state 4: J 4: J 4: 4: 4: i ‘EE’E’EE ireprgs;ntations
4 A A \ \ | |

Continuous word o o
representation 2 2
One-hot vector nnn-nanunnuafilinnnnnnnnnnn-nQiie - Nannunnnnnn
Input word Freedom of movement  must

ENCODER




One architecture, many applications!

machine translation: speech recognition:

: _ i Neural Encoder- -
Chinese Neug:cirz:der English Speech C—— Transcript
text summarization: speech synthesis:

Large Neural Encoder- Short Text Neural Encoder- Speech
AT Decoder summary Decoder P

video captioning:

_ Mo

Vid Neural Encoder- Video
ideo Decoder description

39



NMT vs SMT

What has been solved (or extremely improved) by NMT*:

v ' models capture distributional semantics of words and phrases
v overall grammaticality of output sentences

in particular: word reordering, long dependencies

*See for instance (Bentivogli et al. 2017) for a detailed error analysis of NMT vs SMT using human post-editing 40



Back in 2014. ..

Montreal’s first NMT online demo: J’ZF\

CZ/‘&'\
)

.

Type text here: -
The Budapest Prosecutor’s Offic investigation on the accident.
Translation:

Die Budapester Staatsanwaltschare Ermittlungen zum Vorfalkeingeleitet.;

41



Today’s Lecture

- Transformer

NMT decoding & Word segmentation

Evaluation

Human parity? and open issues

Useful links

42



FULLY ATTENTIONAL NETWORKS
(A.K.A. TRANSFORMER)



Core idea: Attention is All You Need (vaswani et al. 2017)

* Attention has major impact on seq2seq performance

* Recurrency is an obstacle to parallelization

=> Can we build a fully attentional seq2seq model without recurrency?

RNN Transformer



A scary beast

Qutput
Probabliies

Softmac
/ N\
N=#la yers =

Forwerd

4 7\ Add & Norm

Ak S bor M-
Food Altenton

Forward 3 7 Nx
S

N Add & Norm
f‘" Add & Norm l N anicad
Multi-zad Mdit-Head

Aftention Attenticn

A ) L )

|\ — . \_ ~ )
Positional £ A A\ Postiond
Encoding \ = ¥ e =wodng

Infug Outpn

Embadding =Thedding

Inputs Qutputs

ishifted right)



TRANSFORMER ARCHITECTURE
OVERVIEW



Transformer Architecture Overview

ENClayer2| mmm O O O
A

Self-Attention '\
ENC-layer 1| [ ]

A
Self{Attention

Input word
: mE mE e

embedding + + * *

machine translation is fun

ENCODER




Transformer Architecture Overview

traduzione

| Self-Attention

Self-Attention

T W
ENClayer2 i @@ B B oy w
Self-Attention v\ DECODER
ENC-layer 1| [ : 1]
Self-Attention \
Input word
embedding T T T *
machine translation is fun
ENCODER

DEC-layer 2

DEC-layer 1

Output word
embedding

48



Transformer Architecture Overview

,,,,,,,
......

automatica

ENC-layer 2
Self-

ENC-layer 1
Self-

Input word
embedding

Attention

Attention

A

4

t o4 4

machine translation is fun

to4 4

[EOS] la traduzione

ENCODER

DECODER

DEC-layer 2

DEC-layer 1

Output word
embedding

49



Let’s take a closer look:

TRANSFORMER’S
BUILDING BLOCKS

Output

Probabilt ¢z
Sofimax
r@ D
Feec
Foraard
- 1 ™~ | Add & Nom ;
Adc_& Norrm Vn-H
~eed Attention
Fornard Nx
‘ | B —,
—
.

= MAsked

Mult-Heac Muit-Hean

Aller tion Attertion

Positonal & Positional
Encccing Y Encoding

e Cutput

Embadding Embeadcing

Inpute Outputs

(shiftcd right)
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Scaled Dot-Product Attention

To compute attention we need a scoring function

* Dot-product is simple and fast to compute* score(q,, k) = gk,

» Rationale: measure similarity of two (word-)vectors

Problem: for high-dimensional vectors, softmax gets very peaked and gradients small
=> Solution: scale the result of dot product thkl.

score(q,, k;) =
\Vd

machine translation is fun

*For a nice overview of different Attention Scoring Functions see:
https://towardsdatascience.com/attn-illustrated-attention-Sec4ad276ee3#ba24 51



https://towardsdatascience.com/attn-illustrated-attention-5ec4ad276ee3#ba24

Query-Key-Value

Now, where do g and k come from?

We could simply use the word vector and compare it
to all vectors in the sentence (including itself)

compare(qg2,k1)
=> score

ky kx(=q,) = ks ky

machine translation is fun
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Query-Key-Value

Now, where do g and k come from?

%T k;

score(q,, k;) =

We could simply use the word vector and compare it \Vd

to all vectors in the sentence (including itself)
A better idea: Learn multiple ‘views’ of

compare(g2,k1)
=> score
softmax(score) X value
i T " |

- ql' kll-VT QZ‘ kz Vr |

=S S S

machine translation is

to use as query, key and value

fun

53



Query-Key-Value

Now, where do g and k come from? g7k,
We could simply use the word vector and compare it seorelan ki) = \Vd
to all vectors in the sentence (including itself)

A better idea: Learn multiple ‘views’ of to use as query, key and value

compare(g2,k1)
=> score
softmax(score) X value
o |

machine translation is fun

OK" N O,R,V=0We KWK, vw"
\/c_i = XWC, XWK, XWV (self-attention)

Attention(Q, K, V) softmax(



We are not done yet ...

55



Multi-Head Attention

Words can interact with each other in different ways.

One attention distribution may not be enough to capture: coreference effects,
topic cohesion, other syntactic/semantic relationships, etc.

Multi-Head gives the attention layer multiple representation subspaces

l """ e L o el e e Sl e e P
PN e

=S,
21
L ]
Corlcat machine translation is fun
linear

- Output of multi-headed attention for input; ... Finally!

56



Multi-Head Attention

MultiHead(Q, K, V) = [head; ...; head,]W?
where head; = Attention(Qi, IE',-, f@)
= Attention(QWZ2, KWK, VW)

Output
Probabilt ¢z

Softmax
[ Unear |
(3 )
Feec!
Foraarg

| Add & Norm ;

-

R S . || " | Forward
@
i f : -

Multi-Head
Attention

R —

Mazked
Mut-Hean
Attertion

1

I —,

| Encccing

concat machine translation

Cutput
Embadcing

v

linear

v

- Output of multi-headed attention for input; ... Finally!

I

Outputs
(zhifted right)

& Posifional
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Add & Norm

Last ingredients:

* Residual connection (He et al. 2015) g(f(x)) = g(f(x) +f)

e Layer normalization (Ba, Kiros & Hinton)

Output
Probabiltce

ca

r

Add & Narm

- gl (€

Foraarg

| Add & Nom ;

Muki-Head

Attention

K

LayerNorm(SubLayer(x) + x) mmnediy ——
Mut-Hean
Attertion
1 LW
\ \— " p—
Positional /=~ | s Positional
Encccing (y_o & Encoding
e Cutput
Emoadding Embadcing
Inpute Outputs
(shiftcd right)
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Residual connections

e i y A
Slide by Barbara Plank

» Is the vanishing gradient problem specific to RNNs?
» No! Also for deep FFNN and ConvNets

» Solution: add direct “skip” connections (ResNet, residual
connections) - proposed by He et al., (2015)

» i.e. add F(x) + x, instead of F(x)

» allows for training deeper models

x T —
h 4 o
welght layer \\
oy
_F()\l | relu ' -
weight layer /) identity

N =
Flx)+x T
relu

Figure 2. Residual learning: a building block.
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https://arxiv.org/pdf/1512.03385.pdf

Attention in the Decoder

We have looked at self-attention in the encoder ot

Now moving to the decoder => 2 types of attention here: roepittes

'
! Masked Self Attention:
et
Foranarg

AL.“& Norm ~~v'— 3

~ - captures target-side context

- same as before, but can only look at
positions before the current word (masked) l

t Multi-Heac § ¢

.' Encoder—Decoder Attention:

- - captures src-trg translation equivalences prosiil 1
- Query comes from target (decoder),
Key & Value from source (encoder LA Positional
y ( ) GT_Q) Encoding
Cutput
Embeadcing
Outputs

(shifted righty
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Attention in the Decoder

We have looked at self-attention in the encoder

Ou‘lp‘ut
Now moving to the decoder => 2 types of attention here: roepittes
S | Sofimax |
ST

| Masked Self Attention: T

- captures target-side context

Feed
Foraarg

Add & Nom Jranenn

- same as before, but can only look at
positions before the current word (masked) l

MRi-H ‘
. Attention

.' Encoder—Decoder Attention:

" L
- - 1 1 A wvurn-Hean B2
captures src-trg translation equivalences Am‘;;j i
- Query comes from target (decoder),
Key & Value from source (encoder a0 Positional
y ( ) CFQ) Encoding
Cutput
A A A K V Embeadc ng
O,K,V=0We KWK vw f
. Outputs
XWEe, XWK XWV  (self attention) (shiftod right

XWe YWK YWYV  (enc—dec attention)
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Transformer Architecture Overview

traduzione

| Self-Attention

Self-Attention

T W
ENClayer2 i @@ B B oy w
Self-Attention v\ DECODER
ENC-layer 1| [ : 1]
Self-Attention \
Input word
embedding T T T *
machine translation is fun
ENCODER

DEC-layer 2

DEC-layer 1

Output word
embedding
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Output
Probabilt ¢z

Sofimax

(3 )
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Foraarg
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Positional embeddings

Recurrency naturally represents the order of words in a sentence: o
pu

. Probabilt ¢z
ws comes after wz which comes after wi . e

Sofimax

Transformer needs an explicit way to represent a word’s position

-

The original architecture employs this function: (L)

Fescl
Foraarg

PE(pos 2ty = sin(pos /100002 e ——
4 1 ™ Add & Nomm

PE (305 2i41) = cos(pos/ 100002/ G AL Ty
~eed Attention

Fornard Nx
‘ | B —,
—_| =

N Add & Nom
= o 3 Nom e
Multi-Hean

) Attertion

=,.‘ P ., » - 1 \ 3 o .’..'7,.,‘-

http://jalammar.github.io/illustrated-transformer/

Quiputs
(shifted right)

Why? Because for any fixed offset k, PEpos+k

can be represented as a linear function of PEpos o


http://jalammar.github.io/illustrated-transformer/

Putting it altogether

Outpus Multi-head attention
Srobabiifies
[ Somtmax |
[ Linear |
ff \
AN 4 NOrm n
i g Scaec Dot-Pocuct
Forvasd
; Attortion h Scaled dot-product attention
- ~ ADD & Norm N | N | -
["A30 & Neem | l=] |
Mot -Head : : J
Tosd AR Linwser Liresa L e
Forwerd E ) Na
N
(g Remr) T v K 0
Nus - Hoad Wt -Head
Atonton Adtantion Zoom-In!
Y ) A )
. J \ y,
Positional ) Paositional
Encuding \ ? T Encodng
Ingt Output
Erboeding Embodding
I I Zoom-n!
Inputs Outputs
sshifiec right)

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html



https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

RECURRENT SEQ-TO-SEQ VS
TRANSFORMER



RNN-seq2seq vs Transformer

T ;’//T v’ Much more parallelizable
' ' v’ Lower complexity

| =" v/ Shorter path among any

input positions

RNN Transformer

RNNs (esp. LSTM) are cognitively inspired: represent memory constraints
Transformer = result of clever engineering & brute-force architecture search

Does it matter for MT quality? Maybe not
In fact Transformer is state-of-the-art in MT (and beyond!)
Ability of RNN/Transformer to model language structure is hot debate topic

Note: This lecture did not cover Convolutional Neural Networks. These also work quite well

for MT but are limited to capture dependencies that fall within a chosen kernel size.
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Interpretability

68
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Interpretability
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Is this really more interpretable..?
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NMT INFERENCE (DECODING) &
WORD SEGMENTATION



NMT Decoding

e A simple beam-search procedure is usually sufficient to produce high-

quality translations

e A typical beam size: 5

e Works better than 1
(greedy decoding)

e Larger beam does not
mean better results in
general
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http://opennmt.net/OpenNMT/translation/beam_search/

Word Segmentation

e Early NMT models were trained at level of words (space-delimited tokens):
- Vocabulary was limited at the top N frequent words
- Rare words mapped to <unk>
e Character-level NMT has also been widely studied:
- Suitable for morphologically rich languages
- Sequences become longer — capturing dependencies more difficult

- Character/word hybrid modeling strategies exist but are typically
complex and expensive

e A practical compromise: Subword segmentation

- Simple data-driven segmentation models (BPE, Sentence Piece) work
quite well*. Idea: Only segment less frequent substrings

- New words can always be segmented — no more <unk> tokens

SRC health research institutes
REF Gesundheitsforschungsinstitute
NMT Gesundheits [forsch[ungsin [stitute

*Finding optimal segmentation techniques for MT is an open research topic (see e.g. Ataman & Federico, 2018)


http://opennmt.net/OpenNMT/translation/beam_search/

We need to talk about

EVALUATION



MT Evaluation

e Evaluating MT is almost as hard as MT itself!

e Potentially infinite ways to translate the same sentence correctly

IT Sono venuta ad Atene per tenere questa lezione.

EN In order to give this lecture | have come to Athens.
To teach this class | have come to Athens.
To give this lecture | have traveled to Athens.
| have come to Athens in order to give this lecture.

Typical solution:
e Collect n reference translations
e Compare MT output to references
* More overlap — Better translation

Everything has changed in MT, but the most widely used metric is still...
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BLEU!



BLEU

A modified average of n-gram precisions (usually with nin [1..4])

, output-length d 1
BLEU-n = min ( 1, > = X l_Iprecision.< >
reference-length :
Brevity penalty Geometric mean of
. n-gram precisions
#correct-ngrams.

precision; =
#total-ngrams,

*Nb of correct ngram X is ‘clipped’ to max count of X in any reference (see paper for details)

e Computed over the whole test corpus to avoid zero counts

e Recall cannot be trivially computed, therefore Brevity Penalty is used to
penalize short outputs



BLEU

A modified average of n-gram precisions (usually with nin [1..4])

output-length z 1
BLEU-n = min <1, > = > X l_Iprecisionl(”>

reference-length

Brevity penalty Geometric mean of
n-gram precisions
%
#correct-ngrams.

precision; =
#total-ngrams,
Example (with n=2)
REF1 in order to give this lecture | have traveled to Athens (¥=11)
REF2 | came to Athens in order to give this lecture (£=10)
MT  to teach this class | have come to Athens (£=9)
precision, = 6/9 = 0.67 <L) (L)
BP=9/10=0.9 N BLEU-2 = 0.9 x { 0.67\%*/ x 0.25\?/ ) = 0.37
precision, = 2/8 = 0.25
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BLEU: Issues

e Only exact lexical matches count

e Synonyms, paraphrases, or morphological variants don’t count
e Most of the time only 1 reference is available :(

Example (with n=2)

REFI—in-erderto-give-thislecturet-have-traveled-to-Athens—{f=11)
REF2 | came to Athens in order to give this lecture (£=10)

MT to teach this class 2 have come to Athens (£=9)

e Similar issues affect evaluation of other generation tasks:

Translation: SrcLang(meaning X) — TrglLang(meaning X)
Summarization: Text(X) — ShortText(X)
Paraphrasing:  Sentence(X) — Sentence’(X)

e Finding MT metrics that correlate well with human judgement is a
research field on its own (with dedicated shared task at WMT)
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OPEN ISSUES IN MT



MT: Human parity?

March 2018: Microsoft
claims human parity on a
very difficult language pair

Achieving Human Parity on Automatic
Chinese to English News Translation

Hany Hassan, Anthony Aue, Chang Chen, Vishal Chowdhary, Jonathan Clark,

Christian Federmann, Xuedong Huang, Marcin Junczys-Dowmunt, William Lewis,

Mu Li, Shujie Liu, Tie-Yan Liu, Renqgian Luo, Arul Menezes, Tao Qin,
Frank Seide, Xu Tan, Fei Tian, Lijun Wu, Shuangzhi Wu, Yingce Xia,
Dongdong Zhang, Zhirui Zhang, and Ming Zhou

Microsoft Al & Research

Abstract

Machine translation has made ranid advances in recent vears. Millions of people are usine

Yes: MT quality has greatly improved thanks to the neural revolution,

but...

e translation quality considering (document-level) context is still shaky
e recent studies reveal biases and lack of sistematicity in NMT

e NMT is very data hungry!

e dealing with rich vocabularies (morphology) is still hard
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NMT vs SMT

What has been solved (or extremely improved) by NMT*:
v ' models capture distributional semantics of words and phrases
v overall grammaticality of output sentences

in particular: word reordering, long dependencies

New (or exacerbated) issues in NMT:
- how to make use of large monolingual data e™* = argmax p(f|e)p(e)

e * = argmax pyy(e| f)
e

- learning representations of rare words —
- poor model interpretability, makes it difficult to: Y %

N Q

. . [
- ‘debug’ translation errors A N3
) L \ B

. 4/ S0P\ N
- enhance models with expert knowledge (e.g. ‘”//Aw N\
. . . . nd A A
terminologies or morphological lexicons) / :

Lexical/surface level ™,

3
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https://www.cs.cmu.edu/~alavie/papers/GALE-book-Ch5.pdf

Useful Links

- Transformer paper annotated with code:
http://nlp.seas.harvard.edu/2018/04/03/attention.html

- The illustrated Transformer:
http://jalammar.github.io/illustrated-transformer/

- Attention? Attention! (blogpost on the concept of attention and its variants):
https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

- Choose your NMT toolkit:
Joey NMT: A Minimalist NMT Toolkit for Novices (Kreutzer, Bastings, Riezler, 2019)
The paper contains an extensive list of other toolkits and their features
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https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
https://www.cl.uni-heidelberg.de/~kreutzer/joeynmt/joeynmt_demo.pdf
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