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What’s in this talk...

● Motivation for Machine Learning (ML) Fairness research

● Why and how ML models may be unfair

● Fairness issues in ML-based Natural Language Processing

● What can/should we do?



What’s NOT in this talk...

● Definitive answers to fairness/ethical questions

● Prescriptive solutions to fix ML/NLP (un)fairness

● Focus on research done by myself, my team, or Google.

● ...



What’s also in this talk...

● Research done in academia and various industry labs

● Research from other disciplines, including Psychology, 

Philosophy, and Social Sciences in general …

● Uncomfortable impacts of technology on society



Machine Learning is Everywhere!!!



Machine Learning is Everywhere!!!

Slide credit: Yulia Tsvetkov



“It’s true that they can follow instructions at superhuman speed, 
with superhuman fidelity and over unimaginable quantities of 

data. But these instructions don’t come from nowhere. 
Although neural networks might be said to write their own 

programs, they do so towards goals set by humans, using data 
collected for human purposes. If the data is skewed, even by 

accident, the computers will amplify injustice.”

— The Guardian

Slide credit: lovejoy@
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Although neural networks might be said to write their own 

programs, they do so towards goals set by humans, using data 
collected for human purposes. If the data is skewed, even by 

accident, the computers will amplify injustice.”

— The Guardian



(Un)Fairness in Machine Learning
A Few Case Studies



Photo captioning



Photo captioning



Original Paper: “Deep neural networks are more accurate than humans at detecting sexual 
orientation from facial images” Wang and Kosinsky, 2017. PsyArXiv 

Predicting Sexual Orientation

https://osf.io/zn79k/


“Differences between lesbian or gay 
and straight faces in selfies relate to 
grooming, presentation, and lifestyle —  
that is, differences in culture, not in 
facial structure.”

“Do Algorithms Reveal Sexual Orientation or Just Expose our Stereotypes?” Medium, 
Blaise Agüera y Arcas, Alexander Todorov and Margaret Mitchell

Predicting Sexual Orientation



Predicting criminality

“Automated Inference on Criminality using Face Images” 
Wu and Zhang, 2016.  arXiv

https://arxiv.org/abs/1611.04135v1


Predicting criminality

“[…] angle θ from nose tip to two mouth corners is on 
average 19.6% smaller for criminals than for non-criminals ...”

“Automated Inference on Criminality using Face Images” 
Wu and Zhang, 2016.  arXiv
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https://arxiv.org/abs/1611.04135v1


Predicting criminality: physiognomy?

“[…] angle θ from nose tip to two mouth corners is on 
average 19.6% smaller for criminals than for non-criminals ...”

Physiognomy’s New Clothes (Medium Blog Post) - by Blaise 
Agüera y Arcas, Margaret Mitchell and Alexander Todorov

“Deep learning based on superficial features is decidedly not a 
tool that should be deployed to “accelerate” criminal justice; 
attempts to do so will instead perpetuate injustice.”

“Automated Inference on Criminality using Face Images” 
Wu and Zhang, 2016.  arXiv
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https://medium.com/@blaisea/physiognomys-new-clothes-f2d4b59fdd6a
https://arxiv.org/abs/1611.04135v1


Source
perspectiveapi.com

Toxicity Classification 

https://www.perspectiveapi.com/


Toxic is defined as... "a rude, 
disrespectful, or unreasonable 
comment that is likely to make 
you leave a discussion."

Source
“The Challenge of Identifying Subtle Forms of 
Toxicity Online” - Jigsaw
https://medium.com/the-false-positive/the-challeng
e-of-identifying-subtle-forms-of-toxicity-online-46
5505b6c4c9

Toxicity Classification 

https://medium.com/the-false-positive/the-challenge-of-identifying-subtle-forms-of-toxicity-online-465505b6c4c9
https://medium.com/the-false-positive/the-challenge-of-identifying-subtle-forms-of-toxicity-online-465505b6c4c9
https://medium.com/the-false-positive/the-challenge-of-identifying-subtle-forms-of-toxicity-online-465505b6c4c9


Comment Toxicity Score

The Gay and Lesbian Film Festival starts today. 0.82

Being transgender is independent of sexual orientation. 0.52

A Muslim is someone who follows or practices Islam 0.46

A naively trained model will have strong unintended biases as illustrated by 

these examples:

Toxicity Classification 

- “The Challenge of Identifying Subtle Forms of Toxicity Online”. Jigsaw. 
The False Positive (2018).



Comment Toxicity Score

I hate Justin Timberlake. 0.90

I hate Rihanna. 0.69

A naively trained model will have strong unintended biases as illustrated by 

these examples:

Toxicity Classification 

- Prabhakaran et al. (2019). “Perturbation Sensitivity Analysis to Detect Unintended Model Biases”
EMNLP 2019



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

A naively trained model will have strong unintended biases as illustrated by 

these examples:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

I am a blind person. 0.39

I am a deaf person. 0.44

A naively trained model will have strong unintended biases as illustrated by 

these examples:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Comment Toxicity Score

I am a person. 0.08

I am a tall person. 0.03

I am a blind person. 0.39

I am a deaf person. 0.44

I am a person with mental illness. 0.62

A naively trained model will have strong unintended biases as illustrated by 

these examples:

Toxicity Classification 

- Hutchinson et al. (2019). Unintended Machine Learning Biases as Social Barriers for Persons with Disabilities. 
SIGACCESS ASSETS AI Fairness Workshop 2019.



Allocative Harm

“when a system allocates or 
withholds a certain 

opportunity or resource”

Associative Harm

“when systems reinforce the 
subordination of some groups 

along the lines of identity”

Source: Kate Crawford, The Trouble with Bias, NIPS 2017

https://www.youtube.com/watch?v=fMym_BKWQzk


Why do these things happen?



Collect and 
annotate 

training data.
Train model.

Filter, rank, 
aggregate, or 

generate 
content.

People see 
output.

Machine Learning “sequence”



Human Biases in Data

Reporting bias

Selection bias

Overgeneralization 

Out-group homogeneity bias

Unconscious bias from “the 
world” that we might reflect in ML 
when using some of the world’s 
data

Human Biases in Collection and Annotation

Confidence bias / 
Overconfidence effect

Confirmation bias

Experimenter’s bias

Unconscious bias in our 
procedures that we might reflect 
in our ML

Potential biases

Collect and 
annotate 

training data.



Collect and 
annotate 

training data.
Train model.

Filter, rank, 
aggregate, or 

generate 
content.

People see 
output

Unconscious bias gets 
reinforced in the training data

Unconscious bias affects the way we collect 
and classify data, design, and write code

Unconscious bias interferes 



Fairness in Natural Language Processing
A Deeper Dive



The common misconception is that language has 
to do with words and what they mean. 

It doesn’t.

It has to do with people and what they mean. 

Herbert H. Clark & Michael F. Schober, 1992



Fairness in Natural Language Processing
A Deeper Dive

● Is my data biased?



Socially Responsible NLP

Selection Bias: World Englishes



Socially Responsible NLP

Selection Bias: Gender Equity



Socially Responsible NLP

● Men are over-represented in web-based news articles
 (Jia, Lansdall-Welfare, and Cristianini 2015)

● Men are over-represented in twitter conversations 

(Garcia, Weber, and Garimella 2014)

● Gender bias in Wikipedia and Britannica

(Reagle & Rhuee 2011)

Selection Bias: Gender Equity



A case study:
Language Identification



Sampling Bias in Language Identification (LID)

● Most NLP applications employ off-the-shelf LID systems as the first step

Slide credit: David Jurgens
(Jurgens et al. ACL’17)



Sampling Bias in Language Identification (LID)

● Most NLP applications employ off-the-shelf LID systems as the first step

Slide credit: David Jurgens
(Jurgens et al. ACL’17)

Example Application: 
● Public Health Monitoring 



McNamee, P., “Language identification: a solved problem suitable for undergraduate 
instruction” Journal of Computing Sciences in Colleges 20(3) 2005.

“This paper describes […] how even the most simple of 
these methods using data obtained from the World Wide 
Web achieve accuracy approaching 100% on a test suite 

comprised of ten European languages”

How well do LID systems do?



World Englishes



World Englishes

● Language identification degrades significantly on African American Vernacular English 
(Blodgett et al. 2016)



LID Usage Example:  Public Health Monitoring  

Slide credit: David Jurgens
(Jurgens et al. ACL’17)



Socioeconomic Bias in Language Identification
● Off-the-shelf LID systems under-represent populations in less-developed 

countries

1M geo-tagged Tweets with 
any of 385 English terms from 
established lexicons for 
influenza, psychological 
well-being, and social health

Slide credit: David Jurgens
(Jurgens et al. ACL’17)



i.e.
people who are the most marginalized, 

people who’d benefit the most from such technology, 
are also the ones who are more likely to be 

systemically excluded from this technology



Better Social Representation through 
Network-based Sampling
● Re-sampling from strategically-diverse corpora

Topical

Social

Geographic

Multilingual

Slide credit: David Jurgens
(Jurgens et al. ACL’17)



Human Development Index of 
text’s origin country
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Slide credit: David Jurgens
(Jurgens et al. ACL’17)



Fairness in Natural Language Processing
A Deeper Dive

● Is my data biased?
● Is my model biased?



Bias in NLP Models
1. Bolukbasi T., Chang K.-W., Zou J., Saligrama V., Kalai A. (2016) Man is to 

Computer Programmer as Woman is to Homemaker? Debiasing Word 
Embeddings. NIPS

2. Caliskan, A., Bryson, J. J. and Narayanan, A. (2017) Semantics derived 
automatically from language corpora contain human-like biases. Science

3. Nikhil Garg, Londa Schiebinger, Dan Jurafsky, James Zou. (2018) Word 
embeddings quantify 100 years of gender and ethnic stereotypes. PNAS.

Slide from SRNLP 

Tutorial at NAACL 2018



1. Bolukbasi et al. Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings. NIPS (2016)
2. Caliskan, et al. Semantics derived automatically from language corpora contain human-like biases. Science (2017)
3. Garg et al. Word embeddings quantify 100 years of gender and ethnic stereotypes. PNAS. (2018)
4. Zhao, Jieyu, et al. Men also like shopping: Reducing gender bias amplification using corpus-level constraints. arXiv (2017)
5. Zhao, Jieyu, et al. Gender bias in coreference resolution: Evaluation and debiasing methods. arXiv (2018)
6. Zhang, et al. Mitigating unwanted biases with adversarial learning. AIES, 2018
7. Webster, Kellie, et al. Mind the GAP: A Balanced Corpus of Gendered Ambiguous Pronouns. TACL (2018)
8. Svetlana and Mohammad. Examining gender and race bias in two hundred sentiment analysis systems. arXiv (2018)
9. Díaz, et al. Addressing age-related bias in sentiment analysis. CHI Conference on Human Factors in Computing Systems. (2018)

10. Dixon, et al. Measuring and mitigating unintended bias in text classification. AIES. (2018)
11. Prates, et al. Assessing gender bias in machine translation: a case study with Google Translate. Neural Computing and Applications (2018)
12. Park, et al. Reducing gender bias in abusive language detection. arXiv (2018)
13. Zhao, Jieyu, et al. Learning gender-neutral word embeddings. arXiv (2018)
14. Anne Hendricks, et al. Women also snowboard: Overcoming bias in captioning models. ECCV. (2018)
15. Elazar and Goldberg. Adversarial removal of demographic attributes from text data. arXiv (2018)
16. Hu and Strout. Exploring Stereotypes and Biased Data with the Crowd. arXiv (2018)
17. Swinger, De-Arteaga, et al.  What are the biases in my word embedding? AIES (2019)
18. De-Arteaga et al. Bias in Bios: A Case Study of Semantic Representation Bias in a High-Stakes Setting. FAT* (2019)
19. Gonen, et al. Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender Biases in Word Embeddings But do not Remove Them. NAACL (2019).
20. Manzini et al. Black is to Criminal as Caucasian is to Police: Detecting and Removing Multiclass Bias in Word Embeddings. NAACL (2019).
21. Sap et al. The Risk of Racial Bias in Hate Speech Detection. ACL (2019)
22. Stanovsky et al. Evaluating Gender Bias in Machine Translation. ACL (2019)
23. Garimella et al. Women’s Syntactic Resilience and Men’s Grammatical Luck: Gender-Bias in Part-of-Speech Tagging and Dependency Parsing. ACL (2019)
24. …

Bias in NLP Models

2018

2019



Where to look for biases?

Input Text Prediction

(Input/Embedding 
Layer)

(Hidden Layers) (Output Layer)

Bias in Input Representations?



Input Representation: Word Embeddings

BERT, GPT/GPT-2, ELMo
(Devlin et al. ‘19, Radford et al. ‘18, Peters et al. ‘18)



● Mikolov et al. ‘13

○ man :: king ~ woman :: ?
○

Word Analogy Tasks



Social Stereotypes → Word Embeddings?



Biases in NLP Representations
● Bolukbasi et al. Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word 

Embeddings. NIPS (2016)

● Caliskan, et al. Semantics derived automatically from language corpora contain human-like biases. 
Science (2017)

● Garg et al. Word embeddings quantify 100 years of gender and ethnic stereotypes. PNAS. (2018)

● Swinger, De-Arteaga, et al.  What are the biases in my word embedding? AIES (2019)

● Manzini et al. Black is to Criminal as Caucasian is to Police: Detecting and Removing Multiclass Bias 
in Word Embeddings. NAACL (2019).

● ...



Implicit bias in humans?



Implicit Association Test - Greenwald et al. 1998

Category Items

Good Spectacular, Appealing, Love, Triumph, Joyous, Fabulous, Excitement, Excellent

Bad Angry, Disgust, Rotten, Selfish, Abuse, Dirty, Hatred, Ugly

African Americans

European Americans



Implicit Association Test
The IAT involves making repeated judgments (by pressing a key on a keyboard) to 
label words or images that pertain to one of two categories presented 
simultaneously (e.g., categorizing pictures of African American or European 
American and categorizing positive/negative adjectives). 

The test compares response times when different pairs of categories share a 
response key on keyboard 
(e.g., African American + GOOD vs African American + BAD vs European 
American + GOOD vs European American + BAD )



IAT - Societal groups⬄Stereotype words

https://implicit.harvard.edu/implicit/selectatest.html

Greenwald et al. 1998



Can we apply this to NLP models?



IAT for Word Embeddings 
● Word Embedding Association Test (WEAT)

○ Latency ⬄ Cosine similarity

○ Target words
■ X = {programmer, engineer, scientist, …} 
■ Y = {nurse, teacher, librarian, …} 

○ Attribute words
■ A = {man, male, … } 
■ B = {woman, female, …}

Caliskan et al. (2017)



Word Embedding Association Test
● Target words

○ X = {programmer, engineer, scientist, …} 
○ Y = {nurse, teacher, librarian, …} 

● Attribute words
○ A = {man, male, … } 
○ B = {woman, female, …}

Association of a word w with an attribute:

Association of two sets of target words with an attribute:

The effect size of bias: 

Additional statistical tests to measure how separated are two distributions and statistical significance

Caliskan et al. (2017)



Word Embedding Association Test
Caliskan et al. (2017)



Word Embedding Association Test: Results

IAT WEAT

Caliskan et al. (2017)



Word Embedding Association Test
Caliskan et al. (2017)



Word Embedding Association Test: Results

WEAT finds similar biases in Word Embeddings as IAT did for humans

Caliskan et al. (2017)



Other ways to detect biases?



Gender Bias in Word Embeddings
Bolukbasi et al. (2016)

 surgeon vs. nurse

                  architect vs. interior designer

   shopkeeper vs. housewife

  superstar vs. diva  

....



Beyond Gender & Race/Ethnicity Bias
Manzini et al. (2019)

Biases in word embeddings trained on 
the Reddit data from US users.



Social Stereotypes → Word Embeddings?
Yes, they do! 



But aren’t they just reflecting Society?



Gender bias in Occupations
Garg et al. (2018)



Gender bias in Adjectives over the decades
Garg et al. (2018)



But aren’t they just reflecting Society?

Yup!



Oisin Deery & Katherine Bailey
Ethics in NLP workshop. NAACL ‘18

https://twitter.com/hashtag/NAACL18?src=hash


Shouldn’t we then just leave them as is?



Shouldn’t we then just leave them as is?
1. Would that harm certain groups of people?



Source: Gizmodo

https://gizmodo.com/amazons-secret-ai-hiring-tool-reportedly-penalized-resu-1829649346


Where to look for biases?

Input Text Prediction

(Input/Embedding 
Layer)

(Hidden Layers) (Output Layer)

Bias in Input Representations?

Bias in Predictions?



Biases in NLP Classifiers/Taggers
● Gender Bias in Part of speech tagging and Dependency parsing

○ Garimella et al. Women’s Syntactic Resilience and Men’s Grammatical Luck: Gender-Bias in Part-of-Speech Tagging and 
Dependency Parsing. ACL (2019)

● Gender Bias in Coreference resolution
○ Zhao, Jieyu, et al. Gender bias in coreference resolution: Evaluation and debiasing methods. arXiv (2018)
○ Webster, Kellie, et al. Mind the GAP: A Balanced Corpus of Gendered Ambiguous Pronouns. TACL (2018)

● Gender, Race, and Age Bias in Sentiment Analysis
○ Svetlana and Mohammad. Examining gender and race bias in two hundred sentiment analysis systems. arXiv (2018)
○ Díaz, et al. Addressing age-related bias in sentiment analysis. CHI Conference on Human Factors in Comp. Systems. (2018)

● LGBTQ identitiy terms bias in Toxicity classification
○ Dixon, et al. Measuring and mitigating unintended bias in text classification. AIES. (2018)
○ Sap, et al. The Risk of Racial Bias in Hate Speech Detection. ACL. (2019)

● Gender Bias in Occupation Classification
○ De-Arteaga et al. Bias in Bios: A Case Study of Semantic Representation Bias in a High-Stakes Setting. FAT* (2019)

● Gender bias in Machine Translation
○ Prates, et al. Assessing gender bias in machine translation: a case study with Google Translate. Neural Computing and 

Applications (2018)



Shouldn’t we then just leave them as is?
1. Would that harm certain groups of people?

2. Would that make things worse?



Bias Amplification

● Zhao et al. Men Also Like Shopping: Reducing Gender Bias 

Amplification using Corpus-level Constraint.  EMNLP (2017)

● De-Arteaga et al. Bias in Bios: A Case Study of Semantic Representation 

Bias in a High-Stakes Setting. FAT* (2019)



Examples of Harm from NLP Bias
Swinger et al. (2019)



Examples of Harm from NLP Bias

Slide credit: Maria De-Arteaga

Swinger et al. (2019)



Ok, How do we make NLP models fair?

What does it mean to be Fair?



Different Types of Fairness

● Group Fairness
○ “treat different groups equally”
○ E.g., demographic parity across groups (along age, gender, race, etc.)

● Individual Fairness
○ “treat similar examples similarly”
○ E.g., counterfactual fairness (if we switch the gender, does the prediction change?)



Group Fairness



Individual Fairness

http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/

http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/


Can we computationally remove 
undesirable biases?

● Debiasing Meaning Representations



Methods to “de-bias” NLP models
● Gender De-Biasing

○ Bolukbasi et al. Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings. 

NIPS (2016)

○ Zhao, Jieyu, et al. Men also like shopping: Reducing gender bias amplification using corpus-level constraints. 

arXiv (2017)

○ Park, et al. Reducing gender bias in abusive language detection. arXiv (2018)

○ Zhao, Jieyu, et al. Learning gender-neutral word embeddings. arXiv (2018)

○ Anne Hendricks, et al. Women also snowboard: Overcoming bias in captioning models. ECCV. (2018)

● General De-Biasing
○ Beutel et al. Data Decisions and Theoretical Implications when Adversarially Learning Fair Representations. 

FATML (2017)

○ Zhang, et al. Mitigating unwanted biases with adversarial learning. AIES, 2018

○ Elazar and Goldberg. Adversarial removal of demographic attributes from text data. arXiv (2018)

○ Hu and Strout. Exploring Stereotypes and Biased Data with the Crowd. arXiv (2018)



Gender Bias in Word Embeddings
Bolukbasi et al. (2016)

 surgeon vs. nurse

                  architect vs. interior designer

   shopkeeper vs. housewife

  superstar vs. diva  

....



Towards Debiasing
1. Identify gender subspace: B

Bolukbasi et al. (2016)



Gender Subspace

The top PC captures the gender subspace

Bolukbasi et al. (2016)



Towards Debiasing
1. Identify gender subspace: B
2. Identify gender-definitional (S) and gender-neutral words (N)

Bolukbasi et al. (2016)



Gender-definitional vs. Gender-neutral Words

Plus
Bootstrapping

Bolukbasi et al. (2016)



Towards Gender Debiasing
1. Identify gender subspace: B
2. Identify gender-definitional (S) and gender-neutral words (N)

Bolukbasi et al. (2016)



Towards Gender Debiasing
1. Identify gender subspace: B
2. Identify gender-definitional (S) and gender-neutral words (N)
3. Apply transform matrix (T) to the embedding matrix (W) such that

a. Project away the gender subspace B from the gender-neutral words N
b. But, ensure the transformation doesn’t change the embeddings too much

Don’t modify embeddings 
too much

Minimize gender 
component

T - the desired debiasing transformation      B - biased space
W - embedding matrix      N - embedding matrix of gender neutral words

Bolukbasi et al. (2016)



Can we computationally remove 
undesirable biases?

● Debiasing Meaning Representations

● Debiasing Model Predictions



Debiasing using Adversarial Learning
Beutel et al. (2017)
Zhang et al. (2018)

Bias Mitigation

● Handling biased predictions
● Removing signal for problematic variables

○ Stereotyping
○ Sexism, Racism, *-ism     Inclusion

Adversarial Multi-task Learning



Debiasing using Adversarial Learning
Beutel et al. (2017)
Zhang et al. (2018)

Bias Mitigation

● Handling biased predictions
● Removing signal for problematic variables

○ Stereotyping
○ Sexism, Racism, *-ism     Inclusion

Get promoted Gender

Adversarial Multi-task Learning



Can we computationally remove 
undesirable biases?

YES!

Are we done?



Issues with relying entirely on ‘debiasing’
● Gonen, et al. Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender 

Biases in Word Embeddings But do not Remove Them. NAACL (2019).

Gonen et al. (2019)



So…
What should we do? 



Can we computationally remove 
undesirable biases?



Recommendations 

● Always be mindful of various sorts of biases in the NLP models and the data

● Explore “debiasing” techniques, but be cautious

● Think about the biases that matter for your problem and test for those biases

● Be transparent about the models you release to the world



Speaking of Transparency...



Transparency for Electronics Components

Slide by Timnit Gebru



Transparency for Electronics Components

Slide by Timnit Gebru



Speaking of Transparency…

● Data Sheets for Datasets



Socially Responsible NLP

● Gebru et al. (2019)
○ https://arxiv.org/pdf/1803.09010.pdf

● Key questions for each stage:
○ Motivation
○ Composition
○ Collection Process
○ Preprocessing/cleaning/labeling
○ Uses
○ Distribution
○ Maintenance 

● For dataset creators:
○ Encourage reflection on the process and assumptions

● For dataset consumers:
○ Provide information for making informed decisions

Datasheets for Datasets

https://arxiv.org/pdf/1803.09010.pdf


Speaking of Transparency…

● Data Sheets for Datasets
● Model Cards for model reporting



Model Card for Toxicity Model
Mitchell et al. (2019)

FAT *



“To treat fairness and justice as terms that have 
meaningful application to technology separate from a 

social context is therefore [...] an abstraction error”

Selbst et al., Fairness and Abstraction in Sociotechnical 
Systems. FAT* 2018

Closing Note

“Fairness and justice are properties of 
social and legal systems”



Thank You!
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